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ABSTRACT

Listening devices such as hearing aids can use remote microphones
placed near a distant talker to improve intelligibility in noisy en-
vironments. Most commercial remote microphone systems are de-
signed for a single talker and they remove spatial cues that help
listeners to localize sounds. Here we propose an assistive listening
system that enhances speech from multiple talkers while preserv-
ing the acoustic effects of the environment and the spatial cues of
each sound source. The system adaptively filters the remote micro-
phone signals to match the signals from the earpiece microphones.
Because it uses the on-ear microphones as references, the adaptive
system does not need to localize or separate the sound sources and
can track changes as the listener and talkers move. We compare
two adaptive implementations, one that processes the microphones
jointly and one that adapts each separately. The system is demon-
strated experimentally with up to three remote microphones and
moving talkers and listeners.

Index Terms— Binaural processing, hearing aids, remote mi-
crophones, adaptive filters

1. INTRODUCTION

Listening devices such as hearing aids and cochlear implants often
perform poorly in noisy environments. Remote microphones (RM),
which transmit sound directly from a distant talker to the ears of a
listener, have been shown to improve intelligibility in adverse en-
vironments [1-3]. The signal from a remote microphone has less
noise and reverberation than the signals captured by the earpieces
of a listening device, effectively bringing the talker closer.
Although they can dramatically improve intelligibility, remote
microphones often sound artificial. In commercial devices, the sig-
nal from the remote microphone is generally presented diotically.
This signal matches the spectral coloration of the RM rather than
that of the earpieces, and it lacks interaural time and level differ-
ences that humans use to localize sounds. Researchers have pro-
posed systems that estimate the direction of arrival of a sound and
then apply filters that simulate spatial cues for that direction [4-6].
Alternatively, in listening systems that include earpieces, spatial
cues can be preserved by matching the magnitude and phase of the
processed signal to those of the earpiece microphones (EM). This
latter approach is commonly used in binaural beamformers [7-10],
which coherently combine signals from several microphones to em-
phasize signals from a target direction and attenuate others. Re-
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searchers have proposed binaural beamformers that incorporate ex-
ternal microphones into an array [11-15]. Because the external mi-
crophones in those works are not necessarily close to the talkers of
interest, beamforming is necessary to achieve strong noise reduc-
tion, but such systems can be difficult to implement and are sen-
sitive to motion. Since RMs placed near talkers already have low
noise, we can use a simpler approach: Filter the low-noise RM sig-
nals to match the magnitude and phase of each on-ear microphone,
ensuring that spatial cues are preserved.

Spatial cues are especially important with multiple conversation
partners, as they help listeners to distinguish signals from different
talkers. To preserve the spatial cues of multiple talkers, a single
RM is not enough; as we will show, the system must have at least
as many microphones as talkers. Here we consider two strategies
for enhancing speech from multiple talkers. First, we could place
one RM on or near each talker, as in a theater production or panel
discussion. Each microphone would provide a reliable reference
signal from its wearer, even when moving. Second, we could use a
microphone array placed near a group of talkers, as in a conference
room. An array enhances all nearby sounds, so it is suitable for
dynamic environments where talkers may freely join or leave the
conversation. We will show that these approaches have different
strengths and weaknesses related to noise, motion, and crosstalk.

A key advantage of external and remote microphones is that
ambient noise is weakly correlated between the remote and ear-
piece microphones. This property has been used to identify the
acoustic channel between talkers of interest and the microphones
of an array [16-18]. Here, we exploit this correlation property to
match the magnitude and phase of the RM signals to those at the
ears. An adaptive filter uses the RM signals as inputs and the EM
signals as references for the desired outputs. If the noise is un-
correlated between the input and reference signals, then the filter
will match the cues of the signals of interest. This adaptive ap-
proach never explicitly estimates the acoustic channel or attempts
to separate the sources. We propose two variants of the adaptive fil-
ter: a jointly adapted multiple-input, binaural-output (MIBO) filter
suitable for arrays and closely grouped talkers, and a set of inde-
pendently adapted single-input, binaural-output (SIBO) filters for
wearable microphones on spatially separated moving talkers.

2. MULTIPLE-TALKER ASSISTIVE LISTENING SYSTEM

2.1. System model

A binaural listening device contains two microphones, one at each
ear. It is supplemented by M remote microphones placed near N
talkers of interest. In this work, we assume that the RM signals are
available instantaneously and synchronously to the device.

Let s[t] = [s1]t],...,sn[t]]" be the sampled speech signals
produced by the talkers of interest. Consider a short time interval
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during which the talkers, listener, and microphones do not move.
The discrete-time signals x.[t] € R? received by the EMs and

%:[t] = [Zra[t], ..., zeas[t]]T received by the RMs are given by
N
Xelt] =D (acn * s0)[t] + 2ze[t] (1)
n=1
N
elt] = S @en * 5)[t] + 2], @)
n=1

where * denotes linear convolution, a , [t] € R? and a,,[t] € RM
are equivalent discrete-time acoustic impulse responses between
source n and the EMs and RMs, respectively, forn = 1,..., N,
and z.[t] € R? and z[t] € R are additive noise at the EMs and
RMs, respectively.

The system produces a binaural output y[t] € R? given by

Yt =D (Wi *2em)[], 3)

m=1

where wy,[t] € R? is a discrete-time binaural filter for inputs
m = 1,..., M. Note that unlike in a binaural beamformer, the
EM signals are not inputs to the filter used to generate y[t]. How-
ever, the EM signals could be mixed with y[¢] if desired to improve
spatial awareness of ambient noise [8].

2.2. Optimization problem

The system is designed to be perceptually transparent so that the
binaural output approximates the signal captured by the earpiece
microphones but with less noise. Mathematically, the desired output
d[t] € R? is given by

N

dft] = (gn * aen * 50)[t]; “

n=1

where g,,[t] € R is the desired processing to be applied to each
source n. The g,,’s can be used to apply different amplification and
spectral shaping to each source, for example based on distance. The
binaural impulse responses a,, encode the effects of room acous-
tics on the spectrum of each speech signal as well as the interaural
time and level differences used to localize sounds.

It will be convenient to analyze the filters in the frequency do-
main. Let W(w) € CPM A (w) € CPN, A (w) € CM*V,
and G (w) € CY*¥ be the discrete-time Fourier transforms of their
respective impulse responses, where G is a diagonal matrix of de-
sired responses for the /N sources. To preserve the spectral and
spatial cues of the /N distinct sources, the filter should satisfy

W(w) A (w) = Ae(w)G(w). )

For arbitrary A,, the filter can only meet this condition if M > N,
that is, we have at least as many RMs as sources.

Adaptive filters are often designed to minimize the mean square
error (MSE) between the output and desired signals. If the speech
sources and noise were wide-sense stationary random processes
with known second-order statistics and if the acoustic impulse re-
sponses were known, we could directly minimize the MSE loss

MSE[f] =E [jyl] — d[{)], ©)
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Figure 1: The binaural adaptive filter system uses the earpiece mi-
crophones as reference signals.

where [E denotes statistical expectation. If the filters are allowed to
be noncausal and to have infinite length, then the linear minimum-
mean-square-error (MMSE) filter can be readily computed in the
frequency domain. We assume that all signals have zero mean and
that the speech signals are uncorrelated with the noise signals. Let
Rs(w) € CV*N R, (w) € C**2, and Ry, (w) € CM*M pe
the power spectral density matrices for s[t], z.[t], and z,[t], respec-
tively, and let R, (w) € C**™ be the cross-power spectral den-
sity between z.[t] and z. [t]. Then the MMSE filter is given by

Wumse(w) = Ae(w)G(W)Rs(W)Af(W)
[Ar(@)Rs (W) A (W) + Ry, ()] 71 (D)

If A, has full column rank, then the Woodbury identity can be used
to show that the MMSE filter satisfies (5) in the high-SNR limit.

In the remainder of the paper we omit the frequency variable w
for brevity.

3. ADAPTIVE FILTERING USING EARPIECES

The MMSE filter relies on the signal statistics and the transfer func-
tions between the sources and microphones, which can be difficult
to estimate. Fortunately, when RMs are close to the sources, they
provide high-quality reference signals that eliminate the need for
complex source separation algorithms. GoBling and Doclo [17]
noted that ambient noise signals are often mostly uncorrelated be-
tween on-ear and remote microphones. They used this property to
efficiently estimate the relative transfer function between the source
and earpieces using the noisy mixture. We can apply the same prin-
ciple to the adaptive filtering problem, replacing the desired signal
d|t] with the noisy EM signal, as shown in Fig. 1.

In this section, we consider two adaptive implementations of
the binaural enhancement system: a multiple-input, binaural-output
(MIBO) filter that processes all microphones jointly, and a set of
single-input, binaural-output (SIBO) filters computed separately for
each microphone.

3.1. Multiple-input filter

Suppose that the desired response is the same for all talkers, that is,
gnlt] = g[t] for all n and G(w) = G(w)I for all w. Instead of
minimizing the true MSE, we can minimize the loss function

Llt] = E [ly[t] — (g xxe)[1][] - ®

If the signals are wide-sense stationary, then the linear MMSE filter
that minimizes £ is given in the frequency domain by

Wiiiso = G[ARsA;” + Ry [ARAT + R, 7' (9)
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This filter attempts to replicate both the desired speech and the un-
wanted noise at the ears. However, if the noise is uncorrelated be-
tween the EMs and RMs, then R, ., (w) = 0 and the adaptive filter
(9) is identical to the MMSE filter (7). That is, the filter cannot use
the RM inputs to predict the noise, only the talkers of interest.

With correlated noise, the spatial cues of the target are distorted
by those of the noise, as can be readily seen in the special case
where M = N = 1:

Ae‘Ar|2Rs + Rzeerr
|Ar|2Rs + Rzr

In the numerator, the noise at the EMs distorts interaural cues to the
extent that it is correlated with the noise at the RM. In the denom-
inator, the magnitude of the noise at the RM alters the magnitude
of the output, just as it would for the MMSE filter. Thus, system
performance depends strongly on RM placement.

A key property of the MIBO adaptive filter is that it does not
separate the sources of interest, nor does it explicitly model their
acoustic transfer functions. Since the inputs to the filter can be
combinations of the speech signals of interest, the MIBO filter is
suitable for systems with significant crosstalk, such as wearable mi-
crophones on nearby talkers or a microphone array placed near a
group of talkers. It can also adapt easily as talkers move around the
area near the microphones or as they enter and leave a conversation,
as long as no more than M talkers participate at a time.

This adaptability of the MIBO filter comes with drawbacks. If
M > N, the MMSE filter (7) uses its additional degrees of freedom
to reduce noise, but the adaptive MIBO filter (9) does not. Because
it does not attempt to localize or separate the sources, it cannot dis-
tinguish between desired and undesired sounds. It will enhance up
to M sound sources that have strong correlation between the on-ear
and remote microphones, including unwanted noise. Furthermore,
because it coherently combines signals from multiple microphones,
it is sensitive to unmodeled relative motion between microphones.

Wusodr =G (10)

3.2. Single-input filters

If we wish to restrict the listening system to only certain talkers or
to apply different amplification to different talkers, or if the micro-
phones move so that coherent combining is difficult, then the MIBO
system is not suitable. Instead, we can place one RM on or near each
talker of interest. Each SIBO filter w,,, is designed to reproduce the
speech of talker m, so that (Wi, * Zr,m)[t] & (gm * @e,m * Sm)|[t]
form = 1,...,M = N. Each filter is computed separately to
minimize its own loss function

Lonlt] = E[|(Won % @) [t] = (g xx)AP] . (D)
The solution is given in the frequency domain by the 2 x 1 filter

Wm = G'm [AeRsAfm + chzr’m][A—r,mRSA—fm + Rzr’m]ily
(12)

where A, ,, is the row of A, corresponding to microphone m. If
the speech sources are uncorrelated, then the SIBO filter is

AeleslA:‘(,m,l + - +A97]\4RSMA:,"L,1\4 +R
‘Ar,m,l

2 RSl + e + |Ar,m,1\l|2 RSM +Rzr,m
(13)
It can be seen from (13) that the interaural cues are distorted by
crosstalk among the RMs as well as by correlated noise. Crosstalk
can also produce unintended interference effects, such as comb-
filtering distortion, when the SIBO filter outputs are summed.

W.=Gn
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Figure 2: Experimental setup. Left: Single moving human talker
and nonmoving listener. Right: Three loudspeaker talkers of in-
terest and a moving listener. Additional loudspeakers produce un-
wanted noise.

4. DYNAMIC CAUSAL FILTER

The frequency-domain analysis above assumes that the filters can be
noncausal and can have infinite length. In a real listening system,
the filters must be causal and have finite length. Fortunately, be-
cause the RMs are placed near the talkers, the binaural filters should
closely resemble the acoustic impulse responses between the talk-
ers and listener. As long as the group delay of the desired responses
(gn) plus any transmission delay between the RMs and earpieces is
smaller than the acoustic time of flight between talkers and listener,
it should be possible to design causal binaural filters.

The analysis of the previous section also assumes that the
acoustic system is stationary. In reality, human talkers and listeners
move constantly. To adapt to changing conditions, we must use a
time-varying filter. Let w,,,[7;t] € R? be the filter coefficients at
timetform =1,...,Mand 7 = 0,...,L — 1, where L is the
length of each filter. The filter output is given by

M L-1

ylt] = Z Z W [T5 t]e,m [t — 7] (14)

m=1 7=0
We can write (14) as a matrix-vector multiplication,
ylt] = wit]x:[t], (15)

where ®7[t] = [xT[t], xT[t —1],...
RQXLM.

,Xi [t — L+ 1)] and W €

In the experiments in this work, we update the filter coefficients
with the least mean squares (LMS) algorithm [19]. The MIBO up-
date is given by

Wit + 1] « wt] + u((g*xo)[t] - y[I)xI [, (16)

where i is a tunable step size parameter.
The SIBO updates have the same form except that each RM
filter is adapted independently:

Won[t 4+ 1] = Won[t] + 1((gm * Xe) [t] = Won[t]%e,m [ K [1]-
a7

5. EXPERIMENTS

The proposed adaptive filtering system was evaluated experimen-
tally using a binaural dummy head in an acoustically treated labora-
tory (Ts0 ~ 250 ms). Speech signals were either produced by a hu-
man talker or derived from the VCTK dataset [20] and played back
over loudspeakers. Each talker was recorded separately and the
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Listener RMs Input Remote MIBO SIBO

1 moving  Still Lapel —4.3 9.3 — 7.2
3 still Moving Near 0.8 21.3 18.8 18.2
3 still Moving Far 0.7 12.0 9.8 11.7

Sources

Table 1: Wideband signal-to-noise ratio (dB) for acoustic experi-
ments. Input and filter output SNRs are measured at the left ear.
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Figure 3: Filter performance for a single moving talker. Top: SNR
at the left ear. Bottom: Apparent ITD of the target source in the
filter output. The dotted curve shows the true ITD.

recordings were mixed to simulate simultaneous speech. For each
experiment, the adaptive filter coefficients were computed based on
the mixture but applied separately to each source recording in or-
der to track the effect of the system on each component signal. The
filters were about 20 ms in length and were designed to be trans-
parent for the source(s) of interest (gn[t] = d[t]). The step size
© was tuned manually. For each experiment, the wideband signal-
to-noise ratio was computed after highpass filtering at 200 Hz to
exclude mechanical noise in the laboratory. The apparent interaural
time delays (ITD) were computed by finding the peak of the cross-
correlation within overlapping 5 second windows. The experiments
are summarized in Fig. 2 and Table 1.

5.1. Single moving talker and nonmoving listener

In the first experiment, which simulates the typical use case for re-
mote microphone systems today, a lapel microphone was worn by
a moving human talker. Noise was produced by seven loudspeak-
ers placed around the room. The human subject followed the same
route during each source recording so that sound and motion are
roughly synchronized. The top plot of Fig. 3 shows the wideband
input and output SNR at the left ear and the input SNR at the RM.
The SNR varied as the talker moved among the interfering loud-
speakers. The output SNR closely tracks the RM input SNR, as
expected. The bottom plot shows the apparent ITD of the target
speech at the output of the binaural filter compared to that of the
clean signal at the ears. The adaptive filter is able to track the spa-
tial cues as the talker moves from center to left to right and back
again. Thus, the filter output matches the SNR of the remote micro-
phone and the spatial cues of the earpieces.
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Figure 4: Apparent ITDs of processed speech sources at the ears of
the rotating dummy head. The dotted curves show the true ITDs of
the three loudspeaker sources illustrated in Fig. 2.

5.2. Multiple nonmoving talkers and moving listener

A second experiment simulated a multiple-talker application with
a moving listener. The dummy head was placed on a motorized
turntable, which made one rotation during the one minute recording,
starting from the right in Fig. 2. Loudspeakers simulated three
talkers of interest and five unwanted speech sources. The RMs were
three end-address cardioid vocal microphones. First, to simulate
personal RMs, each microphone was placed about 30 cm in front of
its corresponding speaker. Second, to simulate an array, the three
microphones were grouped together about 60 cm from the talkers.
The SNR results are shown in Table 1 and the apparent ITDs
are shown in Fig. 4 for the four combinations of filter type and mi-
crophone placement. When the RMs were close to the talkers, the
SIBO filters and MIBO filter both performed well, with the MIBO
filter achieving a slightly higher SNR and better preserving interau-
ral cues. When the RMs were farther from the talkers, the MIBO
filter still preserved interaural cues but also reproduced more un-
wanted noise. The SIBO filters were better at rejecting noise, but
crosstalk between sources caused distortion of the interaural cues.

6. CONCLUSIONS

The two adaptive binaural filtering methods proposed here have dif-
ferent strengths and weaknesses. The MIBO filter, which jointly
processes all microphones, does not suffer from crosstalk and can
enhance up to M sound sources without performing source sepa-
ration, but it cannot apply different processing to different sound
sources. It is most appropriate when the talkers of interest are close
to one another. For example, a microphone array placed on a ta-
ble can enhance speech from everyone around that table, even as
talkers join and leave the conversation. The SIBO filters, which
separately process each remote microphone, are attached to each
talker, so they can track talkers as they move and apply different
processing to each. However, they can suffer from crosstalk among
nearby talkers. Both systems can adapt to motion without explicitly
separating the sources or tracking their locations. The adaptive mul-
titalker listening system combines the spatial cues of the earpiece
microphones with the SNRs of the remote microphones, improving
audibility while providing an immersive listening experience.
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