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ABSTRACT

We propose a system to improve the intelligibility of group conver-
sations in noisy environments, such as restaurants, by aggregating
signals from the mobile and wearable devices of the participants.
The proposed system uses a mobile device placed near each talker
to capture a low-noise speech signal. Instead of muting inactive mi-
crophones, which can be distracting, adaptive crosstalk cancellation
filters remove the speech of other users, including delayed auditory
feedback of the listener’s own speech. Next, adaptive spatialization
filters process the low-noise signals to generate binaural outputs that
match the spatial and spectral cues at the ears of each listener. The
proposed system is demonstrated using recordings of three human
subjects conversing with realistic movement.

Index Terms— Acoustic sensor network, remote microphones,
binaural processing, hearing aids, adaptive filters

1. INTRODUCTION

One of the most common complaints from people with hearing
loss—and many normal-hearing people—is that it is difficult to
follow group conversations in crowded, noisy restaurants. Conven-
tional listening devices, such as hearing aids, work poorly in noisy
environments because their microphones have the same signal-to-
noise ratio (SNR) as the unaided ears. However, a network of sev-
eral microphone-equipped devices spread around the group could
achieve greater spatial diversity, providing better noise reduction
performance than any single device. We propose a group conver-
sation enhancement system that aggregates signals from the mobile
and wearable devices of all conversation participants.

Wireless sensor networks and distributed microphone arrays
have been proposed for spatial sound acquisition [1, 2]. For exam-
ple, mobile phones near talkers can help fixed microphone arrays to
transcribe a meeting [3]. A distributed beamforming algorithm for
nonmoving hearing aid networks was proposed in [4]. Real-world
human listening enhancement systems pose additional challenges:
The system must operate in real time with imperceptible delay,
generally several milliseconds [5]; it must preserve the spatial cues
that humans use to localize and separate sounds, such as interaural
time and level differences [6]; and it must contend with continuous
motion of both sound sources and microphones [7].

Many modern listening devices can be paired with a wireless re-
mote microphone (RM) accessory that transmits low-noise speech
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Fig. 1. A conversation enhancement system combines signals from
mobile and wearable devices to reduce background noise and sup-
press unwanted echoes.

directly from a talker to the listener’s ears [8], and low-latency wire-
less standards may soon allow smartphones to act as convient RMs.
Well-placed RMs can greatly improve intelligibility of a single dis-
tant talker in noise [8–10], but current systems are unsuitable for
group conversations because they support only one talker at a time
and do not preserve interaural cues. Some researchers have proposed
applying spatialization filters to RM signals based on the estimated
direction of arrival [11, 12]. In [13], earpiece microphones are used
as reference signals for an adaptive filter, eliminating the need for
explicit source localization. This approach is also common in binau-
ral beamforming systems, either using earpieces alone [14–16] or in
combination with external microphones [17–20].

This work extends the adaptive spatialization system of [13] to
address the challenges of close group conversations. Because the
devices are closely spaced, there is significant crosstalk between mi-
crophones, which can cause distortion of spatial cues and delayed
auditory feedback of the listener’s own speech, which can be dis-
turbing and impede speech production [21]. A common solution to
crosstalk and own-speech echo is to disable all but one microphone
at a time. However, frequent muting and unmuting of microphones
can be distracting in a fast-paced group conversation and, if there
is delay in the voice activity detector (VAD), can cause listeners to
miss the first few syllables from a new talker. Instead, we propose
using crosstalk cancellation filters to suppress echoes. This system
provides a more natural listening experience in group conversations
that may include frequent interruptions and double-talk.

A further challenge in group conversations is that users move
constantly, causing acoustic channel parameters to change during
and between utterances. The adaptive filters must therefore be up-
dated continuously while in use [22]. In this work, we use stationary
mobile devices as the remote signal sources because their acoustic
channel parameters are more stable than those of wearable micro-
phones, allowing the adaptive filters to converge more quickly as
users move. Meanwhile, earpieces and other wearable devices that
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move with the users are helpful for VAD and as references for track-
ing interaural cues.

2. ENHANCEMENT SYSTEM

2.1. Signal model

Consider a group of N ≥ 2 talkers and N remote microphones, as
shown in Fig. 1, numbered such that RM n is placed near talker
n for n = 1, . . . , N . Let sn[t] be the discrete-time speech signal
from talker n as captured by RM n. Consider a short time interval
during which the acoustic channels from talkers to microphones can
be considered time-invariant. Let ar,m,n[τ ] be the relative impulse
response (RIR) describing the acoustic channel from talker n to RM
m relative to RM n and let zr,m[t] be the ambient noise at RM m.
Then the mixture xr,m[t] captured by RM m is given by

xr,m[t] =

N∑
n=1

(ar,m,n ⋆ sn)[t] + zr,m[t], m = 1, . . . , N, (1)

where ⋆ denotes linear convolution. Note that because each sn is
defined with respect to RM n, each ar,n,n[τ ] is the unit impulse δ[τ ].
If each RM is placed close to its corresponding talker, then the RIRs
of the other microphones should be well modeled by causal filters.

In addition to the remote microphones, each user wears a binau-
ral listening device containing a left and a right microphone. Let
ae,m,n[τ ] = [aleft

e,m,n[τ ], a
right
e,m,n[τ ]]

T be the vector of RIRs from
talker n to the left and right ears of listener m for m,n = 1, . . . , N
and let ze,m[t] ∈ R2 be the ambient noise at those earpiece micro-
phones. Then the mixture xe,m[t] = [xleft

e,m[t], xright
e,m [t]]T captured

by the earpieces of listener m is given by

xe,m[t] =

N∑
n=1

(ae,m,n ⋆ sn)[t] + ze,m[t], m = 1, . . . , N. (2)

2.2. Binaural remixing

The objective of the conversation enhancement system is to remove
ambient noise and own-speech echoes while preserving the speech
of other talkers with correct spatial cues [23]. The desired output
ym[t] = [yleft

m [t], yright
m [t]]T for listener m is given by

ym[t] =
∑
n ̸=m

(ae,m,n ⋆ sn)[t], m = 1, . . . , N. (3)

This binaural output may be amplified, equalized, compressed, or
otherwise processed before it is presented to the listener. In some
situations, the enhanced signals ym may be mixed with the earpiece
signals xe,m to better preserve situational awareness [14]. Because
the spatialized signals will be mixed with live signals—either elec-
tronically within the device or acoustically in the ear—each output
must have near-zero delay relative to the live signal at the corre-
sponding ear. If the listening device is strongly occluding, then it
may be desirable to mix the listener’s own speech into the output.
This sidetone channel generally has different processing require-
ments than the speech of conversation partners, so for simplicity it is
excluded from our analysis here.

The proposed processing system is shown in Fig. 2. It consists
of two main stages: crosstalk cancellation (Sec. 3) to improve sepa-
ration and suppress echoes of the listener’s own speech, and spatial-
ization (Sec. 4) to preserve realistic spatial and acoustic cues. It also
uses voice activity detection (not pictured) to control adaptation.

Fig. 2. The proposed enhancement system, shown from the perspec-
tive of user 2, uses adaptive crosstalk cancellation and spatialization
filters to combine signals from mobile devices.

2.3. Voice activity detection

Both crosstalk suppression and spatialization rely on accurate VAD
to determine which users are speaking. Wearable devices are attrac-
tive for VAD because they are physically attached to users. Ear-
pieces can use hardware features such as bone-conduction micro-
phones to perform reliable VAD even in strong noise [24, 25]. The
design of such VADs is beyond the scope of this work. In our exper-
iments, we compared two wearable VAD implementations: a more-
reliable VAD using headset microphones and a less-reliable VAD
using lapel microphones. Speech was detected using a multivari-
ate Gaussian likelihood ratio test in the short-time Fourier transform
domain. Second-order statistics were estimated using training data
and time-frequency log-likelihood ratios were averaged from 0 to
1 kHz in half-second time windows. The resulting statistics were
compared against a manually tuned threshold. The headset and lapel
VADs were 90% and 82% accurate, respectively, in a one-at-a-time
conversation with moving talkers.

3. CROSSTALK CANCELLATION

In a group conversation, the talkers are close together so that each
microphone captures speech from all users. Instead of muting the
microphones of users who are not speaking, which could be distract-
ing and cause listeners to miss parts of the conversation, the proposed
system keeps all microphones on at all times, but uses adaptive can-
cellation filters to remove crosstalk. The processed microphone sig-
nals ŝn[t] are given by

ŝn[t] =

{
xr,n[t], if user n is talking,
xr,n[t]−

∑
m ̸=n(un,m ⋆ xr,m)[t], otherwise,

(4)
for n = 1, . . . , N , where each un,m is a finite-impulse-response fil-
ter. In a low-noise environment, each un,m models the correspond-
ing RIR ar,n,m. The filter must be disabled when user n is speaking
to prevent target signal cancellation; merely pausing adaptation was
found to be ineffective, presumably due to motion. Note that the fil-
ter cancelling source m at microphone n remains active even when
user m is quiet in order to avoid echoes in case of false negatives
from the VAD. When user m is quiet, the filter will help to suppress
noise from the direction of that user.



3.1. Filter adaptation

Because human talkers move frequently, the echo cancellation filters
un,m are updated continuously when they are active. When user n is
quiet, ŝn[t] is a linear prediction error signal with xr,n[t] as the ref-
erence signal. The filters are adapted to solve the echo cancellation
optimization problem

min
{un,m}m̸=n

E
[
|ŝn[t]|2

]
, (5)

where E denotes statistical expectation. In our experiments, we solve
(5) iteratively using the normalized least-mean-squares (NLMS) al-
gorithm with first-order prewhitening [26].

3.2. Distortion effects

It is instructive to compare the behavior of the cancellation system
to that of a muting system with an imperfect VAD. Consider N = 2
users and zero ambient noise. When user 1 is speaking and user
2 is quiet, the cancellation filter converges to the Wiener solution
u2,1[τ ] = a2,1[τ ] so that user 1 is perfectly cancelled and ŝ2[t] = 0,
just as in a muting system. Suppose that user 2 interrupts and the
VAD does not immediately detect the interruption. In the muting
system, user 2’s speech would be inaudible. In the proposed system,
the output immediately following the interruption is

ŝ2[t] = xr,2[t]− (u2,1 ⋆ xr,1)[t] (6)
= ((a2,1 − a2,1) ⋆ s1)[t] + ((δ − a2,1 ⋆ a1,2) ⋆ s2)[t] (7)
= ((δ − a2,1 ⋆ a1,2) ⋆ s2)[t]. (8)

The speech from user 1 is still cancelled correctly and the speech
from talker 2 is audible but distorted. The severity of the distortion
depends on the crosstalk channels between microphones. With well-
positioned directional microphones, the RIRs a2,1 and a1,2 should
both have magnitude responses much smaller than 1 so that the dis-
tortion has little effect on s2. In a system with strong crosstalk, such
as a compact microphone array, the proposed system may cause
strong distortion; in that case, a linearly constrained beamformer
may be more appropriate [27].

4. BINAURAL SPATIALIZATION

The spatialization filters process the low-noise source estimates
ŝ1[t], . . . , ŝN [t] to match the spatial and acoustic cues at the ears of
each listener, including interaural time and level differences, spec-
tral shaping, and early reflections. The binaural output mixture for
listener m is given by

ŷm[t] =
∑
n ̸=m

(wm,n ⋆ ŝn)[t], (9)

where each wm,n[τ ] ∈ R2 is a casual finite-impulse-response filter.
The filters for each listener m are updated to solve

min
{wm,n}n ̸=m

E
[
∥xe,m[t]− ŷm[t]∥2

]
. (10)

In our experiments, this cost function is minimized iteratively using
the NLMS algorithm with first-order prewhitening.

Unlike the crosstalk cancellation filters, the spatialization filters
are always active, even when their respective users are not speaking.
However, each wm,n is updated only while user n is speaking. If the
filters were updated continuously, then they would amplify nearby
noise sources during speech pauses.
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Fig. 3. Noise reduction performance at the listener’s left earpiece
(higher is better).

4.1. Spatializing multiple talkers

When multiple users are speaking simultaneously, the spatializa-
tion filter coefficients are updated jointly. They therefore act as a
multiple-input, binaural-output (MIBO) filter that maps from input
mixtures to output mixtures. It was shown in [13] that an N -input
MIBO filter can preserve the spatial cues of up to N sources. MIBO
filters do not require that the sources be separated and are unaffected
by residual crosstalk, making them well suited for closely spaced
talkers. However, they do rely on accurate VAD: False negatives
would cause them to blend the cues of multiple active talkers, while
false positives would cause them to amplify a nearby noise source in
place of the missing talker. The crosstalk cancellation stage there-
fore helps to mitigate spatial-cue distortion with an unreliable VAD.

5. EXPERIMENTS

The proposed conversation enhancement system was evaluated with
three live human subjects seated around a table in an acoustically
treated laboratory (T60 ≈ 150 ms). Each subject wore an omnidirec-
tional lavalier microphone behind each ear to simulate behind-the-
ear hearing aids. Another such microphone was affixed to the table
in front of each subject to simulate a mobile phone. Each subject
also wore lapel and headset microphones, which were used only for
VAD. Noise was produced by a set of six loudspeakers playing clips
from the VCTK speech corpus [28].

To simulate a group conversation, the subjects took turns reading
from a script for 60 seconds. In one recording, the subjects looked
straight ahead and tried not to move. In another, they turned to look
at each other and gestured while speaking. A third recording with
moderate motion was used for VAD training. To quantify the input
and output SNR of the system, the noise was recorded separately
and added to the live speech recordings; the noise was therefore
recorded with a different motion pattern than the live speech. Like-
wise, double- and triple-talk mixtures were simulated by combining
separate recordings. All microphones were sampled synchronously
at 48 kHz and processed at 16 kHz. The results shown here are for
the left-ear output of one user’s listening device.

5.1. Noise reduction

The SNR improvement of the proposed conversation enhancement
system is shown in Fig. 3. Because the system does not perform
beamforming or other noise reduction processing, the SNR improve-
ment depends strongly on the placement of the remote microphones.
The smartphone-like tabletop microphones had higher input SNR
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Fig. 4. Own-speech echo suppression performance at the listener’s
left earpiece (lower is better). Dashed curves show the nonmoving
experiment and solid curves show the experiment with moving sub-
jects. Top: Headset mic VAD. Bottom: Lapel mic VAD.

and lower crosstalk than the earpiece and lapel microphones, es-
pecially at high frequencies. Using the MIBO spatialization filters
of [13] without crosstalk cancellation improves the high-frequency
SNR at the left ear by up to 10 dB. The crosstalk filter helps to fur-
ther suppress noise when nearby users are not speaking, providing
another 2–5 dB benefit to SNR. A conventional remote microphone
system that mutes all but one microphone achieves the best average
output SNR, but is too distracting to be practical.

The plot shows performance using the headset-based VAD for
nonmoving subjects. The results for other experimental conditions
were similar and so are not reported; VAD accuracy and user motion
appear to have little effect on ambient noise reduction.

5.2. Echo suppression

Figure 4 shows the echo reduction performance of the system for the
listener’s own speech. The curves show the echo level relative to
the direct acoustic path to the earpiece. Because the users are seated
close together, the own-speech echo in the baseline spatialization-
only system is just 2–5 dB weaker than the direct path. The crosstalk
cancellation filters were able to suppress own-speech echoes by up to
15 dB more than the baseline system, but their performance depends
on talker motion and on VAD accuracy. The residual echo levels
for moving talkers (solid curves) are higher than those for station-
ary talkers (dashed curves), especially at high frequencies for which
source positions may suddenly change by multiple acoustic wave-
lengths. Echo suppression was also worse for the less-reliable lapel-
based VAD (bottom plot) compared to the more-reliable headset-
based VAD (top plot). The performance of the muting system de-
pends entirely upon VAD performance: With the reliable VAD, it
removed virtually all echoes; with the unreliable VAD, it performed
little better than the cancellation system at most frequencies in the
motion experiment.

5.3. Spatial cue preservation

We can evaluate spatialization performance by comparing the inter-
aural cues of the system output to the cues of the noise-free speech
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Fig. 5. High-frequency interaural level differences of other talkers at
the listener’s ears. Top: Subjects take turns speaking while moving
to face each other. Bottom: Simulated double- and triple-talk with
subjects facing forward.

signals at the ears. Figure 5 shows the input and output interaural
level differences (ILD) of speech from the two other talkers at the
ears of the listener. The ILDs are averaged over 1.5 sec windows
from 1–8 kHz and color-coded to show the active talker(s). When
the talkers take turns (top plot), only one spatialization filter adapts
at a time. The output cues closely match the input cues, even as
the listener turns their head. When both other talkers speak simulta-
neously (bottom plot, 30–42 s), two filters adapt jointly, preserving
the spatial cues of both sources despite residual crosstalk. When
the listener and talker(s) speak simultaneously (bottom plot, 42–60
s), crosstalk cancellation is disabled and the spatialization filters are
unable to distinguish the listener’s own speech from that of the other
talkers, so their spatial cues are blended. Thus, a user will have trou-
ble localizing conversation partners while interrupting them.

6. CONCLUSIONS

The proposed conversation enhancement system can reduce ambi-
ent noise and delayed auditory feedback without distracting the lis-
tener by frequently switching between microphones. Because the
system does not perform beamforming or other noise reduction, and
because the crosstalk cancellation filters use the remote microphones
as references for adaptation, its performance depends strongly on the
noise and crosstalk levels at the remote microphones. The experi-
ments presented here showed meaningful enhancement using simple
omnidirectional microphones placed on a table. In larger groups or
with stronger noise and reverberation, it may be necessary to use di-
rectional microphones, arrays, or active noise reduction techniques
to improve RM input SNR. Furthermore, the adaptive filters rely
strongly on VAD to prevent spectral distortion and target signal leak-
age. Further research is required to develop reliable VAD systems
for noisy group conversations, for example using special hardware
features of wearable devices. With well-performing wearable and
mobile devices and low-latency wireless connections, the proposed
system can substantially reduce noise in the most challenging listen-
ing environments using devices that users already have with them.
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